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Fluid Simulation
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E -

econstruction




Background What is Fixed-Radius NNS?

©

Find all neighbors in a fixed radius R




* Background - What is Fixed-Radius NNS?
| © ®
O Find all neighbors in a fixed radius R
Q - Number of neighbors may vary
- May need to find all fixed-radius
neighbors of all particles
Q O(n"2)

brute force




Overall Strategy

O O Spatial Partitioning:

KN 1. Partition space equally into bins
@ / 2. Insert each particle into bins
O QO R

3. Only need to search particles
Q O found in neighboring bins

O

C O (Nk)




Applications

Data Visualization
-
T

Fixed Radius
Nearest Neighbors

I




Applications - Example

@) Q 7 \NO
© @09 o © ¢ 9 o 0. ¢ 0%
Insert Particles Compute Compute Integration
Pressures Forces (Advance)
Move particles
O(") o] DINN O( D2)) O(l' * D3)

Nearest Neighbor Search B Domain Specific Cost




Research Background

Fluid Simulation

2003 Muller 2009 Solenthaler 2013 Macklin & Muller
Particle-Based Fluid Simulation  Predictor-Corrector (PCISPH) Position Based Fluids
for Interactive Apps (SPH)
i . ] #o? 2 TR a
i X i Fluids v.3 (SPH)
| | | | | | | | | | | | | | | | [ |

Nearest Point Query on 184,088,599 Points in £”

1966 Levinthal

2006 Randolph Franklin 2010 Simon Green 2013 Hoetzlein
Molecular-Model Building Nearest Point Query on 184,088,599  Particle Simulation using CUDA Parallel Counting Sort NNS
by Computer “Cubing” method Points in E*3 with a Uniform Grid. Parallel Radix Sort

CPU Grid Search /
Nearest Neighbor Search

GPU-based NNS
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FLUIDS v.2 - A Fast, Open Source, Flui

*NEW* FLUIDS v3 - A Large Scale, Open|
Fluids released Dec 2012, is now availal
The latest version features up to 8,

With a history in astrophysics, there isa g
difficult or complex. FLUIDS v.1 was devel
readable, efficient, and easy to understand.
currently available. FLUIDS v 1 was designg

The reader i referred fo the following s

2006. Micky Kelager (DIKU, Copenhagen),
2004. Marcus Vesterhund (Umea Us

Surface Reconstruction:

Twe received several email about surface
interested in this research, I've started a web
discnssion. Check it out here:

Notes for the Novice:

- You've probably implemented a simple, fi
right inter_particle forces, these particles cor

WELCOME DOWNLOAD PERFORMANCE DEVELOPMENT

Welcome

Fluids v.3 is a large-scale, open source fluid simulator for the CPU and GPU using the smooth particle hydrodynamics method. Fluids is capable of
efficiently simulating up to 8 million particles on the GPU (on 1500 MB of ram).

This demo video shows 4 million particles simulated at 1/2 fps. At this rate, 3000 frames are simulated in just 1.5 hours. Published in December
2012, this is the fastest, freely available GPU simulatar (for now anyway). See the Performance page for details.

4 Million Particles at 4 2 fps, Fluids v.

Fluids v.3 http://fluids3.com

High Performance computing for scientific applications.
“Just the basics”, Zlib license, Research & Education, Solves NNS

PHYSICS

LIBRARY




Grid Search

Original Input
0 1 p 3 4 5

Neighboring Bins

Ideal Layout - Sorted by bins
5 8 0 3 7 P

Neighboring Bins

) 8 0 3 7 2

6

6

1
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Radix Sort

Previous method (Green 2008)

50 51 52

5 6 7 8 9
0] g g

4 1

70 60 50 50 7051 61 71 61f 62 |

Input
0 1 P 3 4
. Radix Sort
Digit 0
0 1 2 3 4
0 0|
5
Digit 1

0 1 4

2 3
Eo B
3

5 6 7 8 9
5
4 3

50 50 51 @60 61 61 6270 70 71

Repeat step for each digit in key

Output
5 8 0 3 Vi




Counting Sort .

50 51 52

0 1 p 3 4 5 6 7 8 9

Observations:
1. Goal is to sort by bin
2. Position inside bin in irrelevant

3. Therefore, many duplicate keys

4. Better to perform 1-radix on
exact bins, rather than on digits.




Counting Sort

50 51 52
)
® ;| @
O
60 3 61 62 6
O 902 O

Input

.. Insert+ Counts

0 1 2 3 4 5 6 7 8 9

-l
N =
- N

Prefix Sum

50 50 fs1eoff61 c1f 6270 70471

Counting Sort
0 1 2 3 4 5 6 7 8 9

Output




What is a good Grid Cell Size?

Too many
particles
per cell

e.q.
p = 200+ / cell

350000 q

300000

250000

200000

100000

150000

50000

Too many
grid cells to
check

e.q.
5x5x5 = 125 cells

h=d/1.00 >2 h=d/2.00 >3 h=d/3.00 >4 h=d/4.00 >5




Algorithm Comparison

CUDA Particles (Radix Sort)

Insert Particles
assign particle to cell

Sort Particles
thrust:sort_by_key
example: CUDA RadixSort
for 1 to 4 (each byte in key)
Bin Counts
Bin Prefix Sum
RadixAddOffsetAndShuffle

Reindex (copy particles in order)

Time integration

Fluids v.3 (Counting Sort)

Insert Particles
assign particle to cell

Sort Particles

Bin Sums
Bin Prefix Sum

Relndex (copy particles in order)

Time integration




Algorithm Comparison

CUDA Particles (Radix Sort) Fluids v.3 (Counting Sort)
1 Insert Particles 1 Insert Particles
assign particle to cell E assign particle to cell
AtomicAdd for Bin Counts & Indices
Sort Particles Sort Particles
thrust:sort_by_key
example: CUDA RadixSort
for 1 to 4 (each byte in key)
4 Bin Counts -
4 Bin Prefix Sum 1 Bin Prefix Sum
4 RadixAddOffsetAndShuffle

1 Reindex (copy particles in order) 1 Relndex (copy particles in order)

1 Time integration 1 Time integration

15 Kernel calls / Frame 4 Kernel calls / Frame




Bin Counting

How many? 2 3 1 2



Bin Counting

2 3 1 2
Old Method © [+ [+ ]
Parallel e\ Ke Each GPU thread

computes binary sets

Sums \?" of sums.
L e Dl



Bin Counting

New Method

Atomic
Adds

- 11
+1 +1 +1  +1
+1 +1 +1

+1
2 3 1 2

Each particle
atomic-adds into bin
at the same time
bin is determined.




Results - Queries per Second

Queries /
Second

5-10x
faster

8 million points,
400 million/sec

Counting Sort

Radix Sort

me==  Uniform Grid

0”5

10"6 10”8
Number of Points GeForce GTX Titan




Results - Time for Each Step

14.00
12.00 +
Insert + Count
10.00 -+
. Counting Sort (Prefix sum + Copy)
Time
(millisec) 0
B Query all particles
6.00
4.00 1 B
2.00 — ’
oo | miien -:_-EJ[__I’

131,072 262,144 524, 288 1,048,576 2,097,152 4,194 304 8,388,608

Number of Points
GeForce GTX Titan




Results - Fluids Example

s —+— PhysX, CPU (Spaete)
8,000,000 =@—PhysX, GPU (Spaete)
—+— RealFlow 2012

XNA, CPU (Fang)
—8—OpenCL, GPU (Fang)
—@—Harada 2007, 8800 GTX
=Q—Pajarola 2010, GTX 280
_ —+— Fluids v.2 CPU (2009)
—e+— Fluids v.3 CPU (2012)

6,000,000 —@—Fluids v.2 GPU (2009)
o @—Fluids v.3 GPU Index (2012)
Efficiency @—Fluids v.3 GPU Full (2012)

(particles
per second)

4,000,000

2,000,000

100,000 1,000,000 10,000,000

Number of Particles

* Results do not show fluid accuracy or time step.




Continuous Ocean Simulation, 4.2 fps, 4,194,304 particles







GeForce GTX 460M

Fluids v.2, 2009 same hardware Fluids v.3, 2013
16,384 at 32 fps 11x faster 193,487 at 32 fps

Thank you!

« Rama C. Hoetzlein, rama®@rchoetzlein.com

http://fluids3.com




